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Abstract 

The sub-storage system has been activated amazing innovations to continue with the ever-

growing   need   for   the   result.   Non- Volatile Memory Express (NVMe) solid state        

devices        supported        recent developments in this domain, delivering unprecedented     

performance     terms     of latency and maximum bandwidth.  NVMe drives are expected to 

be it is especially beneficial for deep I / O applications, and the   website   is   one   of   standard   

usage conditions.   This   paper   provides, deep performance   analysis   of   NVMe   drives. 

Consolidation   caller   alarm   by   system monitoring tools, we introduce segregation access    

times    for    I   /    O    applications throughout the whole system.  Moreover, we present a 

detailed, quantitative analysis of   all   factors   that   cause   low   delays advanced    features    

of    NVMe    drives, including system software stack. The design contains Open Nand Flash   

Interface (ONFI) Flash   Memory, PCIe, FMC      connector      in      Field Programmable   

Gate   Array (FPGA) and instructions   will   be   transferred   to   the controller    from    the    

host    using    the Peripheral component interconnect express (PCIe). 
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1. Introduction 

 

The flash-based SSD itself shows low and consistent   delays   but, in   AFA   systems where a few or 

hundreds of SSDs are integrated into a single host, applications often detect higher I / O delays and more 

deviations compared to standalone SSDs. To find the main source of high I / O flexibility, we have 

analyzed the end-to-end delay   features   of   the   real-world   AFA system.   We   find   that   kernel   

policies, parameters, and   configurations   lead   to significant damage to I / O response times, resulting 

in very long tail delays. Based on our observations, we manually reset a few kernel parameters and update 

the storage firmware to achieve a consistent I / O delay. The under-storage system has made some 

SSD CONTROLLER USING FPGA 

Mr. Nihar Harde1, Mr. Srujan Puranik2, Mr. Sanket Khade3, Mr. Pranay Yerpude4  

1,2,3,4 Department of Electronics Engineering, Yeshwantrao Chavan College of Engineering, Nagpur 

               (An Autonomous Institution Affiliated to Rashtrasant Tukadoji Maharaj Nagpur University) 

 
 

 

 

 



 
 
 

                                                                                                                                                                             ISSN No.: 2455-6130 

                                                                                                                                       Special Issue: I, 2022, pp. 169-171 

 

 

International Journal of Emerging Trends in Research  170 
 

excellent innovations to keep up with the ever-increasing demand for performance. Solid-based devices 

based on Non-Volatile Memory Express (NVMe) are the latest developments    in    this    field, bringing 

unprecedented   performance   in   terms   of 

delays and high bandwidth. NVMe drives are expected to be particularly useful for deep I / O applications, 

and information data is one of the main use cases. In recent years, large amounts of computer and global 

storage have been pushed into the data centers in the background.  Large datacenters host a host of 

simultaneous applications, which cater to millions of active e-users, and serve billions of jobs every   day.   

With   the   explosion   of   the amount of data stored and processed in modern “Big Data” applications 

(Diebold 2000), the load on the I / O subsystem at these datacenters has been growing at an alarming rate 

(Hoelzle and Barroso 2009). In   order   to   meet   the   ever-increasing operational requirements, storage 

systems and   data   storage   devices   had   to   be upgraded. 

 

2. Working  

 

The way this works is that the host writes I/O Command Queues and doorbell registers (I/O Commands 

Ready Signal); the NVMe controller then picks the I/O Command Queues, executes them and sends I/O 

Completion Queues followed by an interrupt to the host. The host records I/O Completion Queues and 

clears door register (I/O Commands Completion Signal). See diagram #2. This translates into 

significantly lower overheads compared to SAS and SATA protocols. 

 

3. Results and Discussion 

 

A serial version of the PCI bus. A hub is used on the backplane to allow data rates up to 4 Gbits/s per 

lane. This is an internal interface, so an SSD would be on a circuit board and plugged into a PCIe slot in 

the motherboard. While FLASH memory is the cornerstone of the Solid-State Drive (SSD) and FLASH-

based drives (USB Thumb drives), before data gets to the FLASH memory, there are several other SSD 

components that data must pass through. Core drive functions in an SSD include FLASH addressing, 

control, error handling, and scaling. 

A combination of hardware, firmware, and software approaches are used for each of these drive 

management functions. SSD controller the electronic component(s) that provide SSD device level 

interfacing and firmware execution. Included is an embedded processor, data ROM, data RAM, flash 

component interfacing, error correction code (ECC), wear levelling/TRIM, and security features. 

 
4. Conclusions  

https://www.storagereview.com/ssd_components
https://www.storagereview.com/ssd_components
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Introduced several years ago and massively approved recently, NVMe protocol allowed to get closer 

to the maximum NAND flash memory latency and throughput capabilities in the data center and 

consumer electronics storage devices. Assuming the fact that NAND technology will be evolving in 

the next few years, NVMe protocol will be still evolving as well, providing even better speed 

characteristics and features. We have given an overview, past, present, and future, or research into 

formal modelling of flash memory, as a contribution to the SSD Controller project on FPGA. Even 

though flash memory is the ‘toe’ of this “top-to- toe” project, it in itself is a rich vein of research ideas 

and challenges, with scope for a large amount of future Work. 

NVMe are the versatile PCIe connections which are easier to upgrade and generally faster. It’s a 

communication interface which defines a command set. SSD controllers enable high performance and 

high- capacity SSDs for use in enterprise and hyperscale data center environments. 
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